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Class 1: A bird-eye view of deep learning

Tasks Neural architecture Learning paradigm
/- Classification/ \ / Multilayer perceptron\ / Supervised learning \
regression . Graph Neural « Generative modeling
« Simulation v Networks v « Foundation models
* Inverse design/ « Convolutional Neural . Reinforcement learning
iInverse problem Networks . Evolutionary and multi-

K. Control/planning / \ Transformers / \ objective optimization /

Application (Al & Science)

* Robotics * Autonomous Driving - Life science
 Games (e.g., Go, atari) « PDEs * Materials science




Class 2: Deep learning fundamentals

1. Principle 1: Model a hard transformation by composing simple transformations:
* Multilayer Perceptron (MLP)
« Backpropagation

2. Principle 2: Directly optimizing the final objective using maximum likelihood
and information theory:

« Maximum likelihood: MSE, uncertainty estimation
« Information: cross-entropy, Information Bottleneck

3. Optimization
« Adam: combining momentum and per-dimension magnitude

* SAM (sharpness-aware minimization): max ¢(0 + €) finds flat and robust minima
€CcNg
« Federative learning: improves the data privacy by only sharing client models



Class 3: Generative Models

* Generative models Maximum
. VAE likelihood
* GAN
* Energy-based models

Energy-based
 Diffusion models models

* Flows

» Application of diffusion models ‘models
* Image, video, and shape generation .
. . Information (KL-
- Simulation
* Inverse design/inverse problem
« Control/planning




Class 4: Foundation Models

Shift in learning paradigm through time:

Shallow-Network (e.g. SVM) = Supervised (e.g. Alexnet)—> Partially supervised (e.g.
word2vec) 2 Self-supervised + Finetunning (e.g. BERT) = Self-supervised + Prompting
with examples (e.g. GPT3.5) = Self-supervised + Prompting (e.g. InstructGPT or ChatGPT)

Foundation model = Pretrained networks



Foundation for foundation models

Principle 3 (the scaling law): Al methods that leverage computation are ultimately
the most effective way of improvements (from *The bitter lesson” by Rich Sutton)

Principle 4 (the data law): Data is the ultimate way of regularization
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Publication date

Parameter count of ML systems through time

Image from: lesswrong.com
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http://www.incompleteideas.net/IncIdeas/BitterLesson.html

Foundation for foundation models

Principle 3 (the scaling law): Al methods that leverage computation are ultimately
the most effective way of improvements (from "The bitter lesson” by Rich Sutton)

What is the most effective network architecture to leverage computation?
(Comparison between CNNs and Transformer)

Principle 4 (the data law): Data is the ultimate way of regularization

What is the most effective way of (pre-)training the network?


http://www.incompleteideas.net/IncIdeas/BitterLesson.html

Convolutional Neural Networks for Image Classification
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Krizhevsky, Alex, llya Sutskever, and Geoffrey E. Hinton. "Imagenet classification with deep convolutional neural networks." NIPS
2012



Convolutional and Pooling operation for CNNs
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Both convolution and pooling operations are local operations and compress represetations from

high dimensions to low dimensions

Gif credit Sumit Saha




Improvements on CNNSs: deeper networks
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Zeiler, Matthew D., and Rob Fergus. "Visualizing and understanding convolutional Szegedy, C., Liu, W., Jia, Y., Sermanet, P., Reed, S., Anguelov, D, ... &
networks." ECCV 2014.

Rabinovich, A. (2015). Going deeper with convolutions. CVPR 2015
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Sequence modeling using CNNs

Gated Recurrent Networks CNNs
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Cho, Kyunghyun, Bart Van Merriénboer, Caglar Gulcehre, Dzmitry Bahdanau, Fethi
Bougares, Holger Schwenk, and Yoshua Bengio. "Learning phrase representations
using RNN encoder-decoder for statistical machine translation." EMNLP 2014.

Sequence modeling using parallel processing



Transformer: a sequence modeling architecture with parallel
encoding and global view
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Figure 1: The Transformer - model architecture. gif credit: Jay Alammar

Vaswani, Ashish, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, t.ukasz Kaiser, and lllia
Polosukhin. "Attention is all you need." In Advances in neural information processing systems, pp. 5998-6008. 2017.
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Token embedding map words into representations
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Positional embedding differentiates words in different positions

Token embeddings
One-hot vector
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Multi-head attention gives words contextual meaning
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Multi-head attention makes similar words closer through
weighted average operation
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Multi-head attention makes similar words closer

Scaled Dot
f .
( 1 ~\
—(AE Nom) Prodct Attention
Feed 1
Forward VIV
r 3 * A
Nx —>{_Add & Norm } SoftMax
Multi-Head | '}
Attention
Mask (opt.
k A ) *( p )
\_
Scale
Positional D
Encoding
nout MatMul
Embedding ) 1
I Q K V
Inputs

Similar words get higher weights

Wi =PWyo+ P Wi+ P,Woo + -

Q T

softmax( BEH ) @ ) EBH

vy,




Multi-nead attention: why we needs multi-heads
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Talking-head attention: does more heads leads better results
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Ashish Vaswani, Noam Shazeer, etc, attention is all you
need, 2017

Noam Shazeer, Zhenzhong Lan, Youlong Cheng, Nan Ding, Le Hou, talking-head attention, 2020



Feed forward network: within token transformation
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Decoder: sequential decoding
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Figure 1: The Transformer - model architecture.
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Vaswani, Ashish, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, t.ukasz Kaiser, and lllia
Polosukhin. "Attention is all you need." In Advances in neural information processing systems, pp. 5998-6008. 2017.



CNNSs exploits local constraints while Transformers has a more
global view
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Transformer is everywhere nowadays

Vision Transformer (ViT)
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Dosovitskiy, Alexey, et al. "An image is worth 16x16 words: Transformers for
image recognition at scale." arXiv preprint arXiv:2010.11929 (2020).
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Decoder-only Transformer is dominant
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Raffel, Colin, Noam Shazeer, Adam Roberts, Katherine Lee, Sharan Narang,
Michael Matena, Yanqi Zhou, Wei Li, and Peter J. Liu. "Exploring the limits of
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arXiv:1910.10683 (2019). 24



Decoder

Decoder-only Transformer is dominant

a causal decoder
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I
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Finding 2. Encoder-decoder models pretrained
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with masked language modeling achieve the best

Causal decoder 44.2 42.4 zero-shot performance after multitask finetuning .
Non-causal decoder 43.5 41.8 More broadly, approaches that perform well in the
Encoder-decoder 39.9 L7 single-task finetuning setting perform well on multi-
Random baseline 32.9 41.7 task finetuning.

Wang, Thomas, et al. "What language model architecture and pretraining objective works best for zero-shot
generalization?." International Conference on Machine Learning. PMLR, 2022. o5



The scaling laws is not just for architectures
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Kaplan, J., McCandlish, S., Henighan, T., Brown, T. B.,
Chess, B., Child, R., ... & Amodei, D. (2020). Scaling laws for

neural language models. arXiv preprint arXiv:2001.08361. 265



The scaling laws is not just for architectures

E 108 Minimum serial steps ng
5 increases negligibly ——~ . Q}\%‘
Q N
9 o
E 10° \0*6 \\5‘\16
O 0*9
2 104- A0
e 7€
£ ()%N\ode\ s
E‘ 102 - | 000’00
S -\
>
100 . - . .
10-8 106 10-4 102 100

Kaplan, J., McCandlish, S., Henighan, T., Brown, T. B., Chess, B., Child, R
Scaling laws for neural language models. arXiv preprint arXiv:2001.08361.

Compute (PF-days)

Data requirements
grow relatively slowly

Optimal model size
increases very quickly

..... & Amodei, D. (2020).

Sardana, Nikhil, and Jonathan Frankle. "Beyond chinchilla-optimal: Accounting for inference in language
model scaling laws." arXiv preprint arXiv:2401.00448 (2023).

Increase model size as

much as possible
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Mixture of Experts (MoEs): Scaling up the # of parameters
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Fedus, W., Zoph, B., & Shazeer, N. (2022). Switch transformers: Scaling to trillion parameter models with simple and efficient sparsity. The
Journal of Machine Learning Research, 23(1), 5232-5270.
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Mixture of Experts (MoEs): Scaling up the # of parameters
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Low-rank word embedding: smarter parameter usage

* Token embeddings are context independent while

hidden layer embeddings are context dependent. ~ I ~\
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Lan, Z., Chen, M., Goodman, S., Gimpel, K., Sharma, P., & Soricut, R. (2019). Albert: A lite bert for self-supervised learning of language
representations. arXiv preprint arXiv:1909.11942.



Multi-query attention and multi-group attention: smarter
parameter usage

Multi-head Grouped-query Multi-query

Values

(0000000 00000000 BOOOOOOD

-

Model | Tinter Average | CNN arXiv PubMed MediaSum MultiNews WMT TriviaQA
| s | Ri Ry R R R BLEU F1
MHA-Large 0.37 46.0 42.9 44.6 46.2 35.5 46.6 27.7 78.2
MHA-XXL 1.51 47.2 43.8 45.6 47.5 36.4 46.9 28.4 81.9
MQA-XXL 0.24 46.6 43.0 45.0 46.9 36.1 46.5 28.5 81.3
GQA-8-XXL | 0.28 47.1 435 454 47.7 36.3 47.2 28.4 81.6

Ainslie, Joshua, et al. "GQA: Training Generalized Multi-Query Transformer Models from Multi-Head Checkpoints." arXiv preprint
arXiv:2305.13245 (2023).



Flash attention: faster computation

: 19 TB/s (20 MB)

HBM: 1.5 TB/s (40 GB)

:12.8 GB/s
(>1TB)

Memory Hierarchy with
Bandwidth & Memory Size

Algorithm 0 Standard Attention Implementation

Require: Matrices Q, K,V € RV*4 in HBM.
1: Load Q, K by blocks from HBM, compute S = QK', write S to HBM.
2: Read S from HBM, compute P = softmax(S), write P to HBM.
3: Load P and V by blocks from HBM, compute O = PV, write O to HBM.
4: Return O.

Dao, Tri, et al. "Flashattention: Fast and memory-efficient exact attention with io-awareness." Advances in Neural Information Processing

Systems 35 (2022): 16344-16359.



Flash attention: faster computation
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Dao, Tri, et al. "Flashattention: Fast and memory-efficient exact attention with io-awareness." Advances in Neural Information Processing
Systems 35 (2022): 16344-163509.
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Flash attention: faster computation

Model implementations OpenWebText (ppl) Training time (speedup)
GPT-2 small - Huggingface [87] 18.2 9.5 days (1.0x)
GPT-2 small - Megatron-LM [77] 18.2 4.7 days (2.0x)
GPT-2 small - FLASHATTENTION 18.2 2.7 days (3.5%)
GPT-2 medium - Huggingface [87] 14.2 21.0 days (1.0x)
GPT-2 medium - Megatron-LM [77] 14.3 11.5 days (1.8x)
GPT-2 medium - FLASHATTENTION 14.3 6.9 days (3.0%)

Dao, Tri, et al. "Flashattention: Fast and memory-efficient exact attention with io-awareness." Advances in Neural Information Processing

Systems 35 (2022): 16344-16359.
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Mixed precision training: faster computation

F16

float2half Weights —>
S F16 FWD
Activations ——
O
5 F16
Activation Grad < BWD-Actv
-
)
i 5
Weight Grad  F1 BWD-Weight

F16 T
Activations

ﬂ—Weights

F16 s
<«<——Activation Grad

F16 E =
l«—— Activations

Master-Weights (F32) i{Weight Update}i——» Updated Master-Weights

F16 P
<«—Activation Grad

Figure 1: Mixed precision training iteration for a layer.

Model Baseline | Mixed Precision
AlexNet 56.77% 56.93%
VGG-D 65.40% 65.43%
GooglLeNet (Inception vl) | 68.33% 68.43%
Inception v2 70.03% 70.02%
Inception v3 73.85% 74.13%
Resnet50 75.92% 76.04%

Micikevicius, Paulius, et al. "Mixed precision training." arXiv preprint arXiv:1710.03740 (2017).




Foundation for foundation models

Principle 3 (the scaling law): Al methods that leverage computation are ultimately
the most effective way of improvements (from "The bitter lesson” by Rich Sutton)

What is the most effective network architecture to leverage computation?
(Comparison between CNNs and Transformer)

Principle 4 (the data law): Data is the ultimate way of regularization

What is the most effective way of (pre-)training the network?
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http://www.incompleteideas.net/IncIdeas/BitterLesson.html

Self-supervised learning

» Predict any part of the input from any
other part.

» Predict the future from the past.

» Predict the future from the recent past.
» Predict the past from the present.

» Predict the top from the bottom.

» Predict the occluded from the visible

» Pretend there is a part of the input you
don’t know and predict that.

) |
L,
“h

« Past Future —
Present

Slide: LeCun

ABCDE
EERE
Autoregressive
Decoder

EEEEA
<ss>SABCD

B D
S

Bidirectional
Encoder

- >

EEEE;
A_C_E
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INPUT PROJECTION OUTPUT

wit-2)

wi(t-1)
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—_— wit)

%
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w(t+2)

cBOwW

Word2Vec: word level SSL

INPUT PROJECTION OUTPUT

wit-2)

/ wit-1)
wit) —D‘;

w(t+1)

7

w(t+2)

Skip-gram

WOMAN

MAN /
UNCLE
QUEEN

AUNT

KING

Mikolov, Tomas, et al. "Distributed representations of words and phrases and their compositionality." NIPS 2013.
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Universal Language model fine-tuning (ULMFIT): major
learning paradigm shift

@ d4 RS | | -------- d@ RES X Pretraining IMDb TREC'6 AG

| ............ .“::::i:iii:::ii::‘f Without pretraining  5.63 10.67  5.52
9,7 i K "KL With pretraining 5.00 569 5.38

Embedding 7 Embedding W ]75 Embedding W ﬂﬁ

layer P i layer H layer |

The gold dollar or gold The best scene ever The best scene

(a) LM pre-training (b) LM fine-tuning (c) Classifier fine-tuning

First direct finetuning concept : end2end
Howard, J., & Ruder, S. (2018). Universal language model fine-tuning for text classification. arXiv preprint arXiv:1801.06146.
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Generative Pre-training: general pre-training

Text Task
Prediction | Classifier

~.__

12x —

®

Feed Forward

| Layer Norm |
D
D

(¢

Masked Multi
Self Attention

Text & Position Embed

Classification |

Start | Text | Extract H——{ Transformer H Linear ‘

Entailment |

Multiple Choice |

Start | Premise | Delim | Hypothesis | Extract |—>| Transformer H Linear ‘
| Start | Text 1 | Delim | Text 2 | Extract |*| Transformer
- Linear
| Start | Text 2 | Delim | Text 1 | Extract |——| Transformer
| Start | Context | Delim | Answer 1 | Extract |—>| Transformer H Linear
Start | Context | Delim | Answer 2 | Extract |+{ Transformer H Linear
| Start | Context | Delim | Answer N | Extract |+{ Transformer H Linear

Radford, A., Narasimhan, K., Salimans, T., & Sutskever, I. (2018). Improving language understanding by generative pre-
training. (GPT-1)
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BERT: pretraining through masked language model

ﬁsp Mask LM Masfk LM \ M@D Star/End Sph
_x -

200 —
Le ) 0] (W] L)) e ) ()
L, | [P P
BERT - | B » S BERT
lBeall B [ ][ Bl ] [&] 500 I e - | = e R
=~ o i - “ -

()= (m(=(E) . (=) =) . ). ()

Masked Sentence A Masked Sentence B

> Question > Paragraph
Unlabeled Sentence A and B Pair Question Answer Pair
Pre-training Fine-Tuning

Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805 (2018).



Span masking is better than random masking

1 2 3 4
an American football game

[ [ e || xs [ | [ x5 | | %o | [ %0 [ %6 [[x0] [ x0 |[xu1] | %2 |
t t+ t t t t t t t t t %

Transformer Encoder

t+ t t t t t t t t t %

|Super| |BOW1‘ ‘ 50 | ‘ was l I[MASK]I I[MASK]| |[MASK]| |[MASK]| | to | |determine|| the | |champion|

NewsQA TriviaQA SearchQA  HotpotQA Natural Questions  Avg.

Google BERT 68.8 77.5 81.7 78.3 79.9 77.3
Our BERT 71.0 79.0 81.8 80.5 80.5 78.6
Our BERT-1seq 71.9 80.4 84.0 80.3 81.8 79.7
SpanBERT 73.6 83.6 84.8 83.0 82.5 81.5

Joshi, Mandar, et al. "Spanbert: Improving pre-training by representing and predicting spans." Transactions of the Association for
Computational Linguistics 8 (2020): 64-77.



Smart span masking

IS (7 3 R (52 () 2 5 2

Basic-level Masking [mask] Potter is series [mask] fantasy novels [mask] by British author J. [mask] Rowling

Entity-level Masking Harry Potter is a series [mask] fantasy novels [mask] by British author [mask] [mask] [mask]

Phrase-level Masking Harry Potter is [mask] [mask] [mask] fantasy novels [mask] by British author [mask] [mask] [mask]
mask strategy dev Accuracy test Accuracy
word-level(chinese character) 77.7% 76.8%
word-level&phrase-level 78.3% 71.3%
word-level&phrase-leve&entity-level  78.7% 77.6%

Sun, Yu, Shuohuan Wang, Yukun Li, Shikun Feng, Xuyi Chen, Han Zhang, Xin Tian, Danxiang Zhu, Hao Tian, and Hua Wu. "Ernie: Enhanced
representation through knowledge integration." arXiv preprint arXiv:1904.09223 (2019).
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Next sentence prediction vs Sentence Order prediction

Sentences are next to each other

Ist google is an american multinational technology company that specializes in

internet-related services.

ond it is considered one of the big four technology companies, alongside amazon, apple
" and facebook.

Sentences are from different documents

1st google is an american multinational technology company that specializes in
internet-related services. x
2nd california is a state in the pacific region of the united states.

Lan, Z., Chen, M., Goodman, S., Gimpel, K., Sharma, P., & Soricut, R. (2019). Albert: A lite bert for self-supervised learning of
language representations. arXiv preprint arXiv:1909.11942.
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Next sentence prediction vs Sentence Order prediction

Sentences are next to each other

1st google is an american multinational technology company that specializes in
internet-related services.
ond it is considered one of the big four technology companies, alongside amazon, apple
n
and facebook.
Simply reverse the order
1st it is considered one of the big four technology companies, alongside amazon, apple
and facebook. x
ond google is an american multinational technology company that specializes in

internet-related services.

Lan, Z., Chen, M., Goodman, S., Gimpel, K., Sharma, P., & Soricut, R. (2019). Albert: A lite bert for self-supervised learning of
language representations. arXiv preprint arXiv:1909.11942.
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ELECTRA improves training efficiency

sample
the — [MASK] —> --> the —> —> original
chef — chef —> Generator chef —>» —> original

cooked —> [MASK] —> (typically a [-> ate —> DI(SE(I:_rEern-;-?{?)or —> replaced

the —> the —>| small MLM) the —> —> original
meal — meal —> meal —>| —> original
Model ELECTRA  All-Tokens MLM Replace MLM ELECTRA 15% BERT
GLUE score 85.0 84.3 82.4 82.4 82.2

Inconsistency?

Clark, K., Luong, M. T., Le, Q. V., & Manning, C. D. (2020). Electra: Pre-training text encoders as discriminators rather than generators. arXiv
preprint arXiv:2003.10555.



PEGASUS improves both language understanding and generation

Masked tokens Target text
[ mythical ] [ names J [ It is pure white . <eos> ]

T T A A A A A A
4 )

Transformer Encoder Transformer Decoder
N J

A A A
Pt S A Pttt ¢t
Pegasus is . It the model . <s> It is pure white .

|nputtext\\ Target text [Shifted Right]

Pegasus is |mythical| . (It is pure white ., It |names|the model .

. J

r

Zhang, Jingqing, et al. "Pegasus: Pre-training with extracted gap-sentences for abstractive summarization." arXiv preprint
arXiv:1912.08777 (2019).

He, Pengcheng, et al. "Deberta: Decoding-enhanced bert with disentangled attention." arXiv preprint arXiv:2006.03654 (2020).
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Color channel as supervision

L Grayscale Channel X, Predicted Color Channels X,

7 \A\

N

-

Input Image X Predicted Image X

Why blurring prediction?

ab Color Channels X, Predicted Grayscale Channel X;

Zhang, R., Isola, P., & Efros, A. A. (2017). Split-brain autoencoders: Unsupervised learning by cross-channel prediction. CVPR 2017
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SImMCLR: a simple framework for contrastive learning

ST Sy IR b
ks R x 4%
:{’ . ." ' B * -'-,‘

(b) Crop and resize  (c) Crop, resize (and flip) (d) Color distort. (drop) (e) Color distort. (jitter)

(f) Rotate {90°, 180°, 270°} (g) Cutout (h) Gaussian noise (i) Gaussian blur (§) Sobel filtering

Figure 4. Illustrations of the studied data augmentation operators. Each augmentation can transform data stochastically with some internal
parameters (e.g. rotation degree, noise level). Note that we only test these operators in ablation, the augmentation policy used to train our
models only includes random crop (with flip and resize), color distortion, and Gaussian blur. (Original image cc-by: Von.grzanka)

Chen, Ting, et al. "A simple framework for contrastive learning of visual representations." ICML2020
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Image GPT: image tokens as supervision

I " —( 2 (a) Autoregressive (b) BERT
> XIS DN
208 N I
h" : v v
e 000000000 000000000
CT—r————— .
000000000 000000000
000000000 000000000
n ' . '
Target Target

CFAR10

BERT A I

AR -

% % % 97 % % 100
accuracy
ImageNet

BERT A . .

AR -

54 S5 58 60 6 6 66 68

accuracy

Figure 4. Comparison of auto-regressive pre-training with BERT
pre-training using iGPT-L at an input resolution of 32% x 3. Blue
bars display linear probe accuracy and orange bars display fine-
tune accuracy. Bold colors show the performance boost from
ensembling BERT masks. We see that auto-regressive models
produce much better features than BERT models after pre-training,
but BERT models catch up after fine-tuning.

Chen, M., Radford, A., Child, R., Wu, J., Jun, H., Luan, D., & Sutskever, |. Generative pretraining from pixels. ICML 2020
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Masked Autoencoder (MAE)

encoder —> decoder

-
-
v
!
.
R

Large encoder, small decoder

849 849

83 | 1 1 1 1 1 1
10 20 30 40 50 60 70 80 90

masking ratio (%)

71.8

50 | 1 | | 1 | | |
10 20 30 40 50 60 70 80 90

masking ratio (%)

He, Kaiming, Xinlei Chen, Saining Xie, Yanghao Li, Piotr Dollar, and Ross Girshick. "Masked autoencoders are scalable vision learners." arXiv

preprint arXiv:2111.06377 (2021).
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Masked feature prediction (MaskFeat): feature as supervision

masked input pixel prediction HOG prediction original image

Pixel with color ambiguity: Though pixel prediction makes a sensible guess on the
balloon, the loss penalty is large because of unmatched color (red vs. black).

Pixel with texture ambiguity: Pixel prediction is blurry in texture-rich area because
of ambiguity, while HOG successfully characterizes major edge directions.

Wei, Chen, et al. "Masked feature prediction for self-supervised visual pre-training." Proceedings of the IEEE/CVF Conference on Computer

Vision and Pattern Recognition. 2022

ratio 20% 40% 60% 80%

top-1 | 81.9(-0.3) 82.2 82.2 82.0 (-0.2)

Table 9. Masking ratio. Varying the percentage of masked

patches. MaskFeat is robust to masking ratio in video domain.

targets |  pixel HOG pixel + HOG
top-1 | 825(L1) 83.6 82.3 (-1.3)
Table 13. Multi-tasking. Simply combining two targets with two
separate linear prediction heads results in a drop, suggesting con-
flict in the objectives. The default entry is marked as gray .
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CLIP: leverage large scale image-text pairs

Peppgr the Toyi 40 -
aussie pup Encoder > 35 4
\ 4 \ 4 \ 4 \ 4 g
T, 1 T3 Tn g 30 -
<
@ 25 -
—>> Il Il.Tl Il'TZ II'T3 Il.TN %
— @ 20 1
B —> b LT | T | T3 | . TN E 4X efficiency 3X efficiency
_‘é 15 4
Elrr::?)%eer > 13 I3'Tl I3'T2 I3'T3 I3'TN (g 10 |
E‘) —8— Bag of Words Contrastive (CLIP)
— 5 - —&— Bag of Words Prediction
—@— Transformer Language Model
e IN IN.Tl IN'T2 IN'T3 IN.TN 0
2M 33M 67M 134M 268M 400M

# of images processed

Radford, A., Kim, J. W.,, Hallacy, C., Ramesh, A., Goh, G., Agarwal, S., ... & Sutskever, I.. "Learning transferable visual models from natural
language supervision." ICML, 2021.



Multi-modality pretraining

Context type 1: Captions

A group of people standing outside of a black vehicle with various luggage.
Luggage surrounds a vehicle in an underground parking area

People try to fit all of their luggage in an SUV.

The sport utility vehicle is parked in the public garage, being packed for a trip
Some people with luggage near a van that is transporting it.

'SU
Context type 2: Boxes . m

person: [0.681, 0.242, 0.774, 0.694], backpack: [0.384, 0.696, 0.485, 0.914], suitcase: ...<omitted>

Response type 1: conversation

Question: What type of vehicle is featured in the image?

Answer: The image features a black sport utility vehicle (SUV) ...<omitted>

Response type 2: detailed description

The image is an underground parking area with a black sport utility vehicle (SUV) parked. There
are three people in the scene, with one person standing closer to the left side of the vehicle, another
person in the middle, and the third person on the right side. They are all working together to pack
their luggage into the SUV for a trip. ...<omitted>

Response type 3: complex reasoning

Question: What challenges do these people face?

Answer: In the image, a group of people is standing outside a black SUV in a parking area,
surrounded by various pieces of luggage, including suitcases and backpacks. They are facing the
challenge of fitting all their luggage into the black SUV. There are multiple suitcases and backpacks
to be packed, which suggests that the group has a significant amount of belongings ...<omitted>

Language Response X, . . .

Language Model f¢
alajayalaa
Projection W Z H, ?Hq

Vision Encoder

X, Image Xq Language Instruction

User
LLaVA

User
LLaVA

Source: https://www.barnorama.com/wp-content/uploads/2016/12/03-Confusing-Pictures. jpg

What is unusual about this image?

The unusual aspect of this image is a man ironing clothes on the back of a minivan or
van. This is not a typical place to perform this activity, as one would usually iron clothes
in a more stationary and safe location, such as a home, using a regular ironing board.
The scene depicted in the image is peculiar as it involves a makeshift ironing setup on a
vehicle, which can be both unsafe and unconventional. Additionally, it is not clear how
the man is able to maintain balance and stability while ironing clothes in such an unstable
environment.

[Start a new conversation, and clear the history]

What'’s happening in the scene?

The image depicts a man standing on top of a yellow SUV in a busy city street. He is
holding a portable ladder, seemingly ironing clothes while standing on the vehicle. Around
the scene, there are other cars, a traffic light, and a fire hydrant. Additionally, there are
two other people in the vicinity, one close to the man on the car and another further away.
The man on the ladder appears to be attracting attention due to his unconventional choice
of ironing his clothes on top of a moving car. The city street around him is bustling with
activity, adding to the unique nature of the scene.

Liu, Haotian, et al. "Visual instruction tuning." Advances
in neural information processing systems 36 (2024). 54



Don’t stop training

Model data bsz steps (33'1‘/‘;‘_13) MNLI-m SST-2
RoBERTa
with BOOKS + WIKI 16GB 8K 100K 93.6/87.3 89.0 95.3
+ additional data (§3.2) 160GB 8K 100K 94.0/87.7 89.3 95.6
+ pretrain longer 160GB 8K 300K 94.4/88.7 90.0 96.1
+ pretrain even longer  160GB 8K 500K  94.6/89.4 90.2 96.4

Liu, Y., Ott, M., Goyal, N., Du, J., Joshi, M., Chen, D., ... & Stoyanov, V. (2019). Roberta: A robustly optimized bert pretraining

approach. arXiv preprint arXiv:1907.11692.
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Don’t stop training

Additional Pretraining Phases

X Domain Task ROBERTA DAPT TAPT DAPT + TAPT
CHEMPROT 81.91 ¢ 84.202 82.604 84.4) 4
BIOMED  iper 87201 87601 87701  87.80.
cs ACL-ARC 63.05 3 75495 67413 75.63
ScIERC 77.31‘9 80.81'5 79.31'5 81.31,3
NEWS HYPERPARTISAN 86.60.9 88259 90.45- 90.06 6
TAGNEWS 93902 93902 94.501 94.60.1
‘ target domain original LM domain REVIEWS "HELPFULNESS 65.134 66.514 68.519 68.71 8
fIMDB 95.00.2 954091 95.501 95.60.1

Gururangan, S., Marasovi¢, A., Swayamdipta, S., Lo, K., Beltagy, |., Downey, D., & Smith, N. A. (2020). Don't Stop Pretraining: Adapt

Language Models to Domains and Tasks. arXiv preprint arXiv:2004.10964.
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Don’t stop training

Additional Pretraining Phases

X Domain Task ROBERTA DAPT TAPT DAPT + TAPT
CHEMPROT 81.91 ¢ 84.202 82.604 84.4) 4
BIOMED  iper 87201 87601 87701  87.80.
cs ACL-ARC 63.05 3 75495 67413 75.63
ScIERC 77.31‘9 80.81'5 79.31'5 81.31,3
NEWS HYPERPARTISAN 86.60.9 88259 90.45- 90.06 6
TAGNEWS 93902 93902 94.501 94.60.1
‘ target domain original LM domain REVIEWS "HELPFULNESS 65.134 66.514 68.519 68.71 8
fIMDB 95.00.2 954091 95.501 95.60.1

Gururangan, S., Marasovi¢, A., Swayamdipta, S., Lo, K., Beltagy, |., Downey, D., & Smith, N. A. (2020). Don't Stop Pretraining: Adapt

Language Models to Domains and Tasks. arXiv preprint arXiv:2004.10964.
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Clean up your data

Quality Criterion
Writing Style / Educational Value /
Facts & Trivia / Required Expertise

S
Text A s
Rank with LLM
N (GPT-3.5) EN
Text B @
Web-Scale Data Assign

(SlimPajama)

S ]

Collect
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2

Select Data

> Quality Ratings (QuRatedPajama)

=

4.20 N
= ,
o * \.
L 410 N,
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2390 m——— e S =
o iy S—
a S

3.80 (44% speedup 4’~+~*_+

100 200 300 400 500

Training Tokens (Billion)

Wettig, Alexander, et al. "QuRating: Selecting High-Quality Data for Training Language Models." arXiv preprint arXiv:2402.09739 (2024).

- QuRater Model

Train

il

e
Ask-LLM prompt
HHH
This is a pretraining ... datapoint.
H#HH

Does the previous paragraph demarcated within ### and ###
contain informative signal for pre-training a large-language model?
An informative datapoint should be well-formatted, contain some
usable knowledge of the world, and strictly NOT have any harmful,
racist, sexist, etc. content.

Train OPTIONS:
- | Language Model
- yes
@ -no
\_
Sampling score = P(“yes” | prompt)
70% speedup +\ 84 50% speedup ey
88.50 + / /
83
= oW = —— e o —— w &
o8 ,\+/“ , 3 _______ +s.{—+ -
w -~ 82 4
3 e 2 / A
= - o 81 g
® 87.50 /,./ g \\,.___w //
e 3 80
87 //
’ 79
86.50
100 200 300 400 500 100 200 300 400 500
Training Tokens (Billion) Training Tokens (Billion)
Full data == Random =t Ask-LLM (XL)

Sachdeva, Noveen, et al. "How to Train Data-Efficient LLMs." arXiv preprint arXiv:2402.09668 (2024).
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Step 1

Alignment foundation

Collect demonstration data,
and train a supervised policy.

models with human preference

Step 2

Collect comparison data,
and train a reward model.

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A prompt is A prompt and A new prompt »
sampled from our e several model e is sampled from '
Explain the moon Explain the moon Write a story
prompt dataset. landing to a 6 year old outputs are landing to a 6 year old the dataset. about frogs
sampled. |
! o o .
A Iabeler Explain gravity... Explain war. The pOlICy 6
[ ¥}
demonstrates the @ ) (] 1. .Q generates N\
desired Output ; satellite of. the moon. an OUtDUt- w
behavior. Some peo-ple went . ‘
o the moon-. A labeler ranks
{ the OUtpUtS from @ Once upon a time...
This data is used - best to worst. ) |
to fine-tune GPT-3 S8 0-0-0-0 The reward model N
with supervised '\}5’2{/’ | calculates a .’/‘?.7{\.
learning. 2 ) ) \/ reward for N
@@@ This datais used B the output.
to train our O 1
o/)?xo\o .
reward model. N The reward is
~0>-0- used to update
0-0-0-0 dt dat rk
the policy
using PPO.

Ouyang, Long, et al. "Training language models to follow instructions with human feedback." Advances in
neural information processing systems 35 (2022): 27730-27744.



Alignment foundation models with human preference

Instruction finetuning 60 540B model
—— —0
Please answer the following question.
What is the boiling point of Nitrogen?
S -~
: 3 2 °
Chain-of-thought finetuning > 62B model
A the followi tion b o 40
renassv:)?]li'ng Ztgp?&,'?gtg;es sy The cafeteria had 23 apples 5”4)
. originally. They used 20 to <
The cafeteria had 23 apples. If they make lunch. So they had 23 - -
used 20 for lunch and bought 6 more, 20 = 3. They bought 6 more -
how many apples do they have? Language apples, so they have 3 + 6 = 9. 8 8B model
model 5 20|
Multi-task instruction finetuning (1.8 tasks) 3]
e il R ot ! e et e o ] e B c
Inference: generalization to unseen tasks
Geoffrey Hinton is a British-Canadian
] computer scientist born in 1947. George
Q: Can Geoffrey Hinton have a Washington died in 1799. Thus, they
conversation with George Washington? could not have had a conversation 0
Give the rationale before answering. together. So the answer is “no”. | | |
0 9 89 282 682 1,836
Number of finetuning tasks

Chung, Hyung Won, et al. "Scaling instruction-finetuned language models." arXiv preprint
arXiv:2210.11416 (2022).



Alignment foundation models with human preference

Finetuning tasks

4 TO-SF h

Commonsense reasoning
Question generation
Closed-book QA
Adversarial QA
Extractive QA
Title/context generation
Topic classification
Struct-to-text

55 Datasets, 14 Categories,

\ 193 Tasks /

4 Muffin
Natural language inference
Code instruction gen.

Program synthesis
Dialog context generation

Closed-book QA
Conversational QA
Code repair

69 Datasets, 27 Categories, 80 Tasks

N

CoT (Reasoning)

Arithmetic reasoning
Commonsense Reasoning
Implicit reasoning

Explanation generation
Sentence composition

\ 9 Datasets, 1 Category, 9 Tasks

)
<

)

s

Natural
Instructions v2

Cause effect classification
Commonsense reasoning
Named entity recognition
Toxic language detection
Question answering
Question generation
Program execution

Text categorization

372 Datasets, 108 Categories,
\ 1554 Tasks

< A Dataset is an original data source (e.g. SQUAD).
< A Task Category is unique task setup (e.g. the SQUAD dataset is configurable for multiple task categories such as
extractive question answering, query generation, and context generation).
% A Task is a unique <dataset, task category> pair, with any number of templates which preserve the task category (e.g.
query generation on the SQUAD dataset.)

~

Held-out tasks
MMLU BBH TyDiQA MGSM
Abstract algebra Sociology Boolean expressions Navigate . . de school
College medicine Philosophy Tracking shuffled objects ~ Word sorting In O;f“at'on Grah ey
Professional law Dyck languages seeking QA math problems
57 tasks 27 tasks 8 languages 10 languages

Chung, Hyung Won, et al.
arXiv:2210.11416 (2022).

Normalized average on

60

540B model

S
(@)
|

held-out tasks (%)
S

+_‘.

62B model

8B model

0 9 89

282 682 1,836

Number of finetuning tasks

"Scaling instruction-finetuned language models." arXiv preprint



Direct preference optimization (DPO)

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain the moon
landing to a 6 year old

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

Processing Systems 36 (2024).

™

Write a story
about frogs

Rafailov, Rafael, et al. "Direct preference optimization: Your language
model is secretly a reward model." Advances in Neural Information

Reinforcement Learning from Human Feedback (RLHF)

x: “write me a poem about
the history of jazz"

label rewards

> » reward model

—

— LM policy

77N\
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Direct preference optimization from Online Al Feedback

| recommend visiting

LLM 70 EEN
. . wor u edr
being aligned built in... Annotator
y]. | recommend visiting
What are prompt ( N ) Notre-Dame de Paris, a
recommended places | ————> . world famous cathedral
to visit in Paris? _—— _builtin..
I would advise to avoid of France.
Paris and instead plan
for a trip in the
update countryside of France.
arameters
P Y2

(y+,y-)

Direct Alignment "
from Preferences

L

~

Guo, Shangmin, et al. "Direct language model alignment from online ai feedback." arXiv preprint arXiv:2402.04792 (2024).
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What foundation models can do

GPT-4 GPT-3.5 LM SOTA SOTA
Evaluated Evaluated Best external LM Best external model (incl.
few-shot few-shot evaluated few-shot benchmark-specific tuning)
MMLU [49] 86.4% 70.0% 70.7% 75.2%
Multiple-choice questions in 57 5-shot 5-shot 5-shot U-PaLM [50] 5-shot Flan-PaLM [51]
subjects (professional & academic)
HellaSwag [52] 95.3% 85.5% 84.2% 85.6
Commonsense reasoning around 10-shot 10-shot LLaMA (validation ALUM [53]
everyday events set) [28]
AI2 Reasoning 96.3% 85.2% 85.2% 86.5%
Challenge (ARC) [54]
Grade-school multiple choice 25-shot 25-shot 8-shot PalLM [55] ST-MOE [18]
science questions. Challenge-set.
WinoGrande [56] 87.5% 81.6% 85.1% 85.1%
Commonsense reasoning around 5-shot 5-shot 5-shot PalLM [3] 5-shot PaLM [3]
pronoun resolution
HumanEval [43] 67.0% 48.1% 26.2% 65.8%
Python coding tasks 0-shot 0-shot 0-shot PaLLM [3] CodeT + GPT-3.5 [57]
DROP [58] (F1 score) 80.9 64.1 70.8 88.4
Reading comprehension & 3-shot 3-shot 1-shot PaLM [3] QDGAT [59]
arithmetic.
GSM-8K [60] 92.0%* 57.1% 58.8% 87.3%
Grade-school mathematics 5-shot 5-shot 8-shot Minerva [61] Chinchilla + SFT+ORM-RL,
questions chain-of-thought ORM reranking [62]

Achiam, Josh, et al. "Gpt-4 technical report." arXiv preprint arXiv:2303.08774 (2023).

O

n 3 4 5 6 7 8
Best known 9 20 45 112 236 496
FunSearch 9 20 45 112 236 512

Romera-Paredes, Bernardino, et al. "Mathematical discoveries from program
search with large language models." Nature 625.7995 (2024): 468-475.

64



Planning and execution

Please recommend
some books on
personal finance

and investing.

Please make a
banana yogurt
for me.

Please draw a
watercolor style
Eiffel Tower

painting.

@ Search

W
\t‘o
éi)

L\
FOUNDATION &
MODEL

~

@ Reply

I would recommend:
1. The good Investor
2. Simple Wealth
B

www.google.com

p Investment Book

(]

@ Plan

1/ Slice the banana.
2/ Blend the banana
slices with yogurt.

@ Use diffusion model (@) Reply

oyt ()| Here is a watercolor
= Eiffel Tower painting

generated by diffusion
model.

Stable
Diffusion

Joining for coffee at a cafe

Taking a walk
in the park

AT Y ]
EPCEETN

Finishing a
morning routine

Qin, Yujia, et al. "Tool learning with foundation models." arXiv preprint arXiv:2304.08354 (2023
Park, Joon Sung, et al. "Generative agents: Interactive simulacra of human behavior." Proceedings of the 36th Annual ACM Symposium on User

Interface Software and Technology. 2023.

[Abigail]: Hey Klaus, mind if
I join you for coffee?
[Klaus]: Not at all, Abigail.
How are you?

- VEEEETEN

1000,

B 998 s ¢

[John]: Hey, have you heard
anything new about the
upcoming mayoral election?
[Tom] : No, not really. Do you
know who is running?




Physical world simulator

“children drawing of a castle next to a river.” “a cake with.decorations.”
Jelly bedns

Hertz, Amir, et al. "Prompt-to-prompt image editing with cross attention control." arXiv
preprint arXiv:2208.01626 (2022).

https://openai.com/research/video-generation-models-as-world-simulators
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Open questions for foundation models

1.Long-context Understanding:
How can LLMs effectively utilize long-context information to improve their understanding and
generation capabilities?

2.Hallucination:
How can we mitigate hallucination, where LLMs generate text that is not supported by the input or
is factually incorrect?

3.Memory Augmented Models:
How can memory-augmented architectures like RAG be further developed to improve the ability of
LLMs to store and retrieve information over long sequences?

4.Consistency and Coherence:
How can LLMs be trained to maintain consistency and coherence over long sequences of text,
especially in tasks requiring multi-turn dialogue or narrative generation?

5.Evaluation Metrics:
What are the most appropriate metrics for assessing the performance of LLMs in tasks involving
memory, hallucination, and long-context understanding?

6.Scaling-up, Continual Learning, Bias and Fairness, Interpretability, Safety...
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Key takeaways

Principle 3 (the scaling law): Al methods that leverage computation are ultimately
the most effective way of improvements (from *The bitter lesson” by Rich Sutton)

Principle 4 (the data law): Data is the ultimate way of regularization

1. Transformer and its improvements
2. Different kinds of SSL methods
3. Application of foundation models
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http://www.incompleteideas.net/IncIdeas/BitterLesson.html

Reading materials

« Foundation model papers

e Code: transformers; diffusers

* Leaderboard: LMSYS Chatbot Arena Leaderboard; Open LLM

| eaderboard

 How to Train Really Large Models on Many GPUs

* Rotary Position Embedding
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https://github.com/uncbiag/Awesome-Foundation-Models
https://github.com/huggingface/transformers
https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard
https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
https://lilianweng.github.io/posts/2021-09-25-train-large/
https://spaces.ac.cn/archives/8265

